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Abstract: The convergence of blockchain and artificial intelligence (AI) has led to the emergence of AI-based tokens, which are

cryptographic assets designed to power decentralized AI platforms and services. This paper provides a comprehensive review of

leading AI-token projects, examining their technical architectures, token utilities, consensus mechanisms, and underlying business

models. We explore how these tokens operate across various blockchain ecosystems and assess the extent to which they offer

value beyond traditional centralized AI services. Based on this assessment, our analysis identifies several core limitations. From

a technical perspective, many platforms depend extensively on off-chain computation, exhibit limited capabilities for on-chain

intelligence, and encounter significant scalability challenges. From a business perspective, many models appear to replicate

centralized AI service structures, simply adding token-based payment and governance layers without delivering truly novel value.

In light of these challenges, we also examine emerging developments that may shape the next phase of decentralized AI systems.

These include approaches for on-chain verification of AI outputs, blockchain-enabled federated learning, and more robust incentive

frameworks. Collectively, while emerging innovations offer pathways to strengthen decentralized AI ecosystems, significant gaps

remain between the promises and the realities of current AI-token implementations. Our findings contribute to a growing body of

research at the intersection of AI and blockchain, highlighting the need for critical evaluation and more grounded approaches as

the field continues to evolve.

1 Introduction

Blockchain and artificial intelligence (AI) are two transformative
technologies that are increasingly converging in innovative ways
[1]. One notable outcome of this convergence is the emergence
of AI-based tokens, which are digital assets designed to sup-
port decentralized platforms for AI computation, data sharing, and
model deployment. These tokens aim to shift control over AI tech-
nologies away from centralized corporations, where users often
lack meaningful ownership of their data [2], and toward open,
community-governed ecosystems. The core motivation behind these
initiatives is to develop AI services that reflect the foundational prin-
ciples of blockchain, i.e., decentralization, self-sovereignty, and user
ownership over data and computational processes. These systems
operate without centralized governance and are designed to avoid
single points of failure while enhancing user privacy. By leverag-
ing blockchain infrastructure, AI-token projects seek to promote
transparency, traceability, and accessibility, while also introduc-
ing economic incentives that reward participation across the net-
work. Examples include RENDER [4], AGIX (SingularityNET) [5],
OCEAN (Ocean Protocol) [6], FET (Fetch.ai) [7], NMR (Numerai)
[8], and TAO (Bittensor) [10], each enabling networks or market-
places where AI models, datasets, or predictions are exchanged in a
decentralized manner.

The excitement surrounding AI-based tokens intensified follow-
ing the release of ChatGPT in late 2022, which marked a pivotal
moment in public engagement with generative AI. This break-
through not only accelerated mainstream awareness of artificial
intelligence, but also triggered a notable reaction in cryptocurrency
markets. In particular, [11, 12] document that AI-related crypto
assets experienced substantial abnormal returns in the immediate
aftermath of ChatGPT’s launch, with peak gains exceeding 41%
within two weeks. Moreover, the majority of tokens in their sample
exhibited significantly positive performance. These findings suggest
that market participants responded strongly to the perceived thematic
connection between emerging AI technologies and crypto assets
associated with them. However, such rapid price appreciation raises
important questions about the fundamental value of these tokens: do
they represent genuine technological utility and decentralization, or

are they merely an illusion of decentralization? Clarifying the extent
to which AI-based tokens deliver substantive decentralization, rather
than simply leveraging AI-related narratives for financial gain, is
essential for assessing their long-term relevance and impact.

To address these concerns, this paper poses the following research
questions aimed at providing a comprehensive investigation into the
design, limitations, and future prospects of AI-based tokens:

1. Operation and Design: How do current AI-based tokens func-
tion across different blockchain platforms, particularly in terms of
their technical architecture, token utility, consensus mechanisms,
and business models?
2. Limitations Compared to Centralized AI: What are the pri-
mary limitations and challenges that prevent AI-token projects from
offering clear advantages over existing centralized AI services?
3. Implementation Gaps: What technical limitations currently hin-
der the development and broader adoption of AI-based tokens,
particularly regarding off-chain computation, limited on-chain capa-
bilities, and scalability challenges?
4. Future Directions: What promising innovations and design
strategies have the potential to support the next generation of AI-
based tokens, particularly in enhancing practical utility, improving
system sustainability, and fostering the development of more robust
and inclusive decentralized AI ecosystems?

To answer these questions, we begin by reviewing several lead-
ing AI-token projects and analyzing their underlying architectures.
We then examine common challenges and structural weaknesses
shared across these platforms, with a focus on their comparative dis-
advantages relative to centralized AI services. Finally, we explore
emerging trends and innovations in both blockchain and AI that may
help address current shortcomings. The aim is to identify viable
paths forward for AI-token systems to evolve into more mature,
impactful components of decentralized intelligence networks.

The remainder of this paper is structured as follows. Section 2 out-
lines the current landscape of blockchain (especially decentralized
finance) and artificial intelligence, highlighting their points of inter-
section. Section 3 presents a review of prominent AI-token projects,
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with a focus on their blockchain infrastructure, token utility, techni-
cal architecture, and underlying business models. Section 4 exam-
ines the key limitations and implementation challenges that hinder
the effectiveness of existing systems. Finally, Section 5 explores
potential innovations and design strategies that could advance the
development of AI-based tokens and support the emergence of more
sustainable and impactful decentralized AI ecosystems.

2 Related Work

In this section, we review existing literature on the convergence of
artificial intelligence and blockchain technologies, followed by a dis-
cussion on the illusion of decentralized AI and the speculative nature
of crypto token economies.

2.1 The Convergence of Blockchain and AI

Several papers have surveyed the integration of blockchain and
AI across various domains. Some works focus on specific sectors,
such as e-Health [13], food safety and quality control [14], supply
chains [15], traditional finance [16], and the metaverse [17]. Other
surveys provide broader overviews, examining the convergence of
blockchain and AI across multiple industries [18, 19, 20].

In contrast, this paper focuses specifically on a critical evaluation
of well-known AI-based tokens, with an emphasis on their tech-
nical architectures, token utilities, and business models. We assess
whether these tokens meaningfully advance the goals of decen-
tralization or merely create the illusion of decentralization. Since
our focus is on crypto tokens, the closest related field is Decen-
tralized Finance (DeFi). Therefore, in this section, we also review
several current DeFi projects that incorporate AI technologies into
their products. The intersection of Blockchain and AI represents
a new frontier especially in the evolution of financial technolo-
gies, especially DeFi [3]. DeFi’s built on blockchain infrastructures,
removes the need for centralized intermediaries by enabling open,
permissionless access to financial services [22]. Meanwhile, AI
technologies [23], including machine learning [24], deep learning
[25], and multi agent systems [26], enable data-driven decision-
making, automation, and dynamic optimization. When combined,
these technologies offer transformative potential: autonomous finan-
cial systems that are not only decentralized but also intelligent and
adaptive.

DeFi protocols including decentralized exchanges (e.g., Uniswap
[27], Sushiswap [28]), lending platforms (e.g., Aave [29], Com-
pound [30]), and stablecoin systems (e.g., MakerDAO and other
algorithmic stablecoins [31, 32]) are increasingly integrating arti-
ficial intelligence to improve operational efficiency and user expe-
rience. For example, research by Raun et al. [33] investigates the
behavior of MEV (Miner Extractable Value) bots operating within
Flashbots’ private transaction channels [35]. Their study demon-
strates that machine learning models, trained on detailed transaction
data, can predict successful bids in first-price MEV auctions with
over 50% accuracy. These models outperform conventional arbitrage
strategies and highlight the effectiveness of adaptive constant bid-
ding techniques in sandwich attacks [72]. This work illustrates the
growing relevance of AI in optimizing arbitrage mechanisms within
DeFi markets and emphasizes its potential to enhance strategic
decision-making under the unique constraints of blockchain-based
financial systems.

In parallel with advancements in AI-driven arbitrage strategies,
AI is also being deployed to enhance blockchain address attribu-
tion and transparency. A prominent example is Arkham Intelligence,
a blockchain analytics platform that employs artificial intelligence
to automatically label wallet addresses by analyzing transaction
patterns and money flows. At the core of Arkham’s system is its
proprietary engine, Ultra, which integrates on-chain and off-chain
data to infer the identities of wallet holders and generate behavioral
profiles for individuals and institutions. Its AI Entity Predictions
feature further refines this process by applying machine learning
models to predict address ownership with accompanying confidence
scores, enabling scalable and semi-automated wallet classification.

This approach not only supports forensic analysis and regulatory
compliance but also represents a broader trend in leveraging AI
to address the challenges of scale, accuracy, and interpretability in
blockchain data analytics [36, 37, 38].

What distinguishes the AI-based tokens discussed in this paper
from the examples mentioned earlier is that their stated goal is
not merely to apply AI within existing blockchain-based appli-
cations, but to decentralize both the data and the computational
infrastructure underlying AI services. This vision challenges con-
ventional assumptions regarding data governance, model ownership,
and centralized institutional control. As noted in the systematic lit-
erature review by Keršič and TurkanoviÂc [1], decentralized artificial
intelligence (DEAI) builds on the foundational principles of DeFi
by envisioning systems in which AI models, agents, and datasets
are registered, discovered, and executed through blockchain-based
registries, decentralized marketplaces, and token-based incentive
structures.

2.2 Decentralization Illusions and Speculative Token
Economies

The term ªillusion of decentralized AIº refers to cases in which
blockchain-based AI projects present a decentralized architecture
in theory, while retaining centralized control over core operations
in practice. This perception is often maintained through structural
features commonly associated with decentralization such as token-
based governance, geographically distributed nodes, or autonomous
project branding. Despite the fact that critical components like
model training, data hosting, and protocol updates remain under
the authority of a limited group of insiders. In such arrange-
ments, decentralization exists in name only, as substantive control
over decision-making, infrastructure, and economic flows remains
concentrated among project founders, venture capital entities, or
centralized service providers.

This decentralization illusion is not unique to AI-based tokens.
Across the broader Web3 ecosystem, similar patterns have emerged
where decentralization is assumed by design but fails in imple-
mentation. Researchers have increasingly emphasized the need for
rigorous, quantifiable frameworks to assess whether authority, par-
ticipation, and infrastructure are genuinely decentralized. In the
absence of deliberate mechanisms to prevent concentration of con-
trol, blockchain-based systems risk replicating traditional power
hierarchies while merely presenting an appearance of decentraliza-
tion [39, 40]. In the context of decentralized AI, this means that
tokenization or blockchain use alone is insufficient. Genuine decen-
tralization must be evaluated based on who governs the models, how
infrastructure is provisioned, and whether the community can mean-
ingfully participate in development and oversight. The ªillusion of
decentralized AIº thus captures a critical gap between the ideals of
Web3 and the realities of control in current AI-token ecosystems.

This conceptual gap is compounded by the fact that many so-
called utility tokens have failed to deliver on their promised function-
ality, instead becoming vehicles for speculative trading. Empirical
studies consistently show that the majority of utility tokens expe-
rience disproportionately high levels of speculation compared to
actual platform usage [42, 41, 43]. A comprehensive analysis of
891 Ethereum-based tokens revealed a 90% decline in average util-
ity usage since 2017, even as speculative activity surged particularly
following the rise of decentralized finance (DeFi), which introduced
leveraged trading mechanisms that further shifted attention away
from functional use [41]. This trend spans multiple sectors, from
decentralized storage to gaming, where token holders increasingly
prefer to trade or hoard tokens in anticipation of price appreciation,
rather than use them for access or services as originally intended.

This disconnect is not merely behavioral but often embedded
in token design. By making access tokens freely tradable, many
projects inadvertently prioritize financial incentives over organic
platform engagement. The Internet Computer Protocol (ICP) serves
as a vivid example: despite initial hype and a multi-billion dollar val-
uation, its token collapsed by over 95% shortly after launch, with real
user adoption stagnating [43]. Similar dynamics have been observed
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in Filecoin, where token value has been driven more by mining
and speculation than by genuine demand for decentralized storage
[44]. These cases underscore a broader trend in tokenized ecosys-
tems: despite ambitious narratives, many tokens have not fulfilled
their intended utility roles, as speculative behavior systematically
overrides platform use.
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Fig. 1: Market capitalization of selected AI-based tokens as of April
2025. The Artificial Superintelligence Alliance is currently operating
under the FET ticker, with a planned transition to the ASI ticker fol-
lowing the merger of four AI-focused tokens: FET, AGIX, OCEAN,
and CUDOS.

3 Review of Major AI-Token Projects

This section examines several leading projects that exemplify the AI-
token paradigm, with a focus on their platform architecture, token
functionality, consensus mechanisms, and business or application
models, as summarized in Table 1. The selected projects are drawn
from the top-ranked AI tokens by market capitalization, according

to CoinMarketCap∗ and CoinGecko†, and are limited to those that
explicitly identify themselves as AI tokens. Figure 1 presents the
market capitalizations of the top AI-based tokens, with Ethereum
included for comparative context. As shown, the top four AI tokens
exhibit comparable valuations to one another; however, their mar-
ket capitalizations remain significantly lower than that of Ethereum.

∗https://coinmarketcap.com/view/ai-big-data/
†https://www.coingecko.com/en/categories/artificial-intelligence

This selection criterion ensures the analysis remains focused on
initiatives that are AI-native by both design and narrative.

It is important to note that several prominent blockchain projects,
although not originally developed as AI platforms, are now catego-
rized under the AI sector on platforms such as CoinMarketCap and
CoinGecko, reflecting recent strategic shifts toward AI applications.
These include peer-to-peer storage networks such as IPFS, Arweave,
and the Internet Computer Protocol (ICP) [45, 46], which are
increasingly used for decentralized AI data and model hosting. The
Graph [47, 48], often referred to as the ªGoogle of blockchainº for its
decentralized indexing capabilities, has also rebranded its roadmap
to support AI-related infrastructure, as outlined in its recent whitepa-
per ªThe Graph as AI Infrastructure.º. Chainlink [85], a leading
oracle network, is actively developing AI-driven oracle agents, and
Layer 1 blockchain protocols such as Near [49] have launched ded-
icated initiatives aimed at supporting AI-native development. While
these projects reflect the growing convergence between blockchain
and AI, they are excluded from the core analysis in this paper, as they
do not represent tokens that were initially or explicitly positioned as
AI-focused. Their inclusion in the AI category, however, signals the
expanding scope and appeal of decentralized AI as a frontier across
the broader Web3 ecosystem.

In this section, we review the top AI-based tokens include REN-
DER, a decentralized network for GPU computing [4]; Bittensor,
a peer-to-peer platform for AI model collaboration [10]; Fetch.ai,
which enables autonomous AI agents for real-world coordination
tasks [7]; SingularityNET, a decentralized marketplace for AI ser-
vices [5]; and Ocean Protocol, which facilitates decentralized data
exchange for AI and analytics applications [6], among others.

3.1 Render(RNDR)

Render [4] is a decentralized GPU computing network built on
Ethereum [21], utilizing RENDER tokens (formerly branded as
RNDR) to facilitate a marketplace for on-demand rendering ser-
vices and AI-related computation. The platform connects users who
require intensive GPU tasks, such as AI model training or 3D ren-
dering, with a distributed pool of node operators offering spare GPU
capacity. RENDER serves multiple functions within this ecosys-
tem, acting as a payment token, staking asset, and governance
instrument. Clients spend RENDER to access GPU power, while
providers earn tokens by completing verified rendering jobs. The
platform ensures task integrity through a Proof-of-Render valida-
tion mechanism, with job data recorded on-chain for transparency.
RENDER’s capped supply and staking-based job allocation create
a competitive, incentive-aligned environment. Decentralized gover-
nance allows token holders to shape protocol upgrades and economic
policies, including decisions such as expanding to other chains like
Solana [50]. With a business model based on protocol fees and part-
nerships with content creation platforms, Render is emerging as a
leading decentralized alternative to traditional cloud providers for
GPU-based workloads.

3.2 Bittensor (TAO)

Bittensor [10] is a decentralized AI network built on a custom
blockchain using the Substrate framework [51] and a novel consen-
sus mechanism called Yuma, a Delegated Proof-of-Stake variant that
ties block validation and token rewards to AI model performance.
The network incentivizes contributions through its native token TAO,
which is used for rewarding miners (AI model operators), paying
transaction fees, staking, and participating in governance. Bitten-
sor’s architecture includes a main chain and specialized subnets,
each focusing on distinct AI tasks such as natural language pro-
cessing or image classification. Within these subnets, AI models are
evaluated by peers and validators based on the relevance and qual-
ity of their responses, creating a reputation-based reward system.
The platform’s Proof-of-Intelligence design shifts blockchain min-
ing from computationally expensive hashing to the generation and
validation of useful AI outputs. TAO functions as both the economic
engine and governance tool, aligning incentives between AI quality
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Table 1 Comparison of Major AI-Based Tokens

Token Blockchain Base AI Role Computation Token Utility Consensus Business Model

FET Cosmos SDK Agent coordination Off-chain + Wasm Payment, staking, governance PoS (Tendermint) Agent economy infra with token utility

RNDR Ethereum -> Solana GPU rendering infra Off-chain Render fee, DAO voting PoS + PoH Burn-mint credits for compute jobs

TAO Substrate AI model marketplace Off-chain Access, staking Proof of

Intelligence

Rewards driven by model quality

OCEAN Ethereum Data marketplace Off-chain Data access, staking, gov PoS (ETH) Monetization of training data via

datatokens

AGIX Ethereum / Cardano AI API marketplace Off-chain API usage, governance PoS Commission on services, AGI ecosystem

CTXC Cortex Chain On-chain inference On-chain (CVM) Gas, model usage royalties PoW (GPU) Miner-model reward loop, deterministic AI

NMR Ethereum Crowdsourced models Off-chain Stake-based reward for

prediction quality

PoS (ETH) Hedge fund powered by community

models

IP Custom multi-core

chain (CometBFT /

Cosmos SDK)

IP licensing and

agent-based AI

transactions

Primarily off-chain

with onchain

validation

Staking, royalties, licensing, fee

payments

PoS (CometBFT) Programmable IP marketplace for humans

and AI agents

DBC Substrate GPU rental for AI Off-chain (GPU) Compute fees, validator staking DPoS + PoI Distributed AI compute cloud with rewards

ALI Ethereum AI avatars / iNFTs Off-chain Avatar usage, NFT integration PoS (ETH) Monetization of AI character IP

and protocol development. Unlike centralized AI services, Bittensor
offers an open and collaborative environment where models improve
by interacting with each other, and decisions are made collectively
by token holders. Its business model is centered around the util-
ity and demand of the TAO token, with increasing adoption among
researchers and developers drawn to its vision of a decentralized,
community-governed AI infrastructure.

3.3 Fetch.ai (FET)

Fetch.ai [7] is a layer-1 blockchain platform built to support
autonomous software agents and AI-driven applications, using a
modified proof-of-stake consensus based on Cosmos SDK [52] and
Tendermint [53]. Its architecture enables high-throughput, interop-
erable operations, supported by smart contracts and a framework
for autonomous agents known as the Open Economic Framework.
The native token, FET, facilitates transaction fees, agent services,
staking, and on-chain governance. Agents within the network func-
tion as digital twins that negotiate, transact, and execute decisions
based on real-time data and embedded AI models. FET is used not
only for microtransactions among agents but also as collateral to pre-
vent Sybil attacks and to unlock certain services. Fetch.ai integrates
machine learning into agent behaviors, with off-chain model train-
ing and on-chain coordination, including experimental co-learning
for federated model updates. The platform’s business model cen-
ters around fostering a decentralized agent economy, where value
is driven by the utility of the FET token and the scale of AI-agent
interactions. Use cases span from autonomous DeFi trading and
supply chain optimization to smart city applications like parking
and charging networks. With increasing adoption, an active devel-
oper community, and strategic partnerships, Fetch.ai represents a
strong example of how blockchain infrastructure can coordinate
decentralized AI systems in real-world settings.

3.4 SingularityNET (AGIX)

Recent research emphasizes the importance of breaking the AI
oligopoly by fostering decentralized AI ecosystems. A distributed,
blockchain-powered AI marketplace, such as SingularityNET has
the potential to democratize AI development and access [62, 115].
SingularityNET [5] is a decentralized platform designed to enable
the creation, sharing, and monetization of AI services across a dis-
tributed network. Initially built on Ethereum [21], it has expanded
to Cardano [54] and other chains to improve scalability and reduce
transaction costs, reflecting a multi-chain strategy that enhances
flexibility and resilience. The AGIX token serves multiple roles,
including payment for AI services, staking for network incentives,
and participation in governance decisions. Developers list their AI
services on a blockchain-based registry, and payments are processed
through a multi-party escrow system to ensure secure, trustless

transactions. While AI models run off-chain, the blockchain coordi-
nates service discovery, payment, and reputation tracking. Singular-
ityNET also supports agent-to-agent interactions, where AI services
can autonomously call and pay one another, forming an emerg-
ing machine-to-machine economy. Governance combines on-chain
voting by AGIX holders with oversight from the SingularityNET
Foundation, which leads strategic initiatives and community fund-
ing through programs like Deep Funding. The economic model links
token value to network usage, aiming to create positive feedback
between service growth, token demand, and developer participation.
Adoption has been gradual yet steadily expanding, with applica-
tions spanning medical research, language translation, robotics, and
decentralized finance (DeFi). Notable examples include Rejuve [55],
which integrates neural-symbolic AI and cross-organism omics data
to address aging, and NuNet [56], which focuses on decentralized
computing infrastructure. By enabling decentralized coordination
and monetization of AI services, SingularityNET plays a central role
in advancing blockchain-based AI marketplaces and offers valuable
insights into the technical, economic, and governance challenges
faced by decentralized AI ecosystems.

3.5 Ocean Protocol

Ocean Protocol [6] is a decentralized data exchange infrastruc-
ture built on Ethereum, designed to facilitate secure and privacy-
preserving sharing of data for AI and analytics. The platform uses
smart contracts and datatokens (i.e., ERC-20 tokens representing
access to specific datasets) to enable transactions, with compute-to-
data mechanisms allowing AI models to be trained without exposing
raw data. OCEAN, the native token, serves multiple purposes includ-
ing payment for data services, staking for curation, participation
in governance, and incentivizing data publication. Data providers
can monetize their datasets while maintaining control, and curators
can earn rewards by staking on valuable data. Ocean’s architec-
ture combines on-chain asset management with off-chain compute
orchestration, ensuring scalability and privacy. Governance is man-
aged through OceanDAO, where token holders vote on grants and
protocol changes, balancing technical upgrades with ethical consid-
erations around data use. The business model supports both individ-
ual and institutional adoption, with growing traction in healthcare,
automotive, and enterprise AI use cases. Ocean’s open architec-
ture allows community-run marketplaces and integration with DeFi,
positioning it as a key infrastructure for the emerging data economy.
By turning data into a tradable, permissioned asset, Ocean Protocol
addresses major challenges in AI development (i.e., data access, pri-
vacy, and incentive alignment) which making it a central example of
blockchain’s role in enabling decentralized AI ecosystems.

3.6 Merging FET, AGIX, and OCEAN

In a landmark move signaling the maturation of decentralized AI
ecosystems, Fetch.ai, SingularityNET, and Ocean Protocol, which
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are three of the most prominent projects at the intersection of
blockchain and artificial intelligence, announced their merger in
2024 to form the Artificial Superintelligence Alliance (ASI) [57].
CUDOS, a comparatively smaller project focused on decentralized
GPU computing, also joined the alliance. This strategic unification
reflects a shared vision to accelerate the development of decentral-
ized AI infrastructure and to challenge the increasing centralization
of computational intelligence among a small number of dominant
technology firms. The merger involved a phased integration of their
respective tokens (i.e., FET, AGIX, and OCEAN) into a unified
token called ASI, with defined conversion rates and a coordinated
rollout across major blockchain platforms. The process began with
the migration of AGIX and OCEAN into FET, followed by the
introduction of ASI as a new token standard across exchanges and
decentralized networks, effectively aligning the ecosystem under a
single economic and governance structure.

Category Token Description

AI Service Marketplaces AGIX, TAO, IP Marketplaces for buying

and selling AI models and

services.

AI Compute Networks RNDR, DBC, GLM,

RLC, CUDOS

Decentralized GPU and

cloud compute infrastruc-

ture for AI tasks.

AI Data Marketplaces OCEAN Secure decentralized access

to datasets for AI.

AI Agent/Automation FET, NMR Autonomous agents and

crowdsourced AI coordina-

tion.

AI-Enhanced Web3app ALI AI-driven NFTs and digital

avatars.

On-Chain AI Execution CTXC Smart contracts executing

AI models on-chain.

Table 2 Classification of notable AI-based tokens in cryptocurrency ecosystems

Beyond those major AI-token platforms, several other projects
contribute to the broader ecosystem by targeting specialized niches
at the intersection of AI and blockchain. Numeraire (NMR) [8]
incentivizes accurate financial predictions through a stake-based
competition model, turning algorithmic performance into a trad-
able asset. Story (IP) [61] introduces a peer-to-peer blockchain
protocol for registering, exchanging, and monetizing intellectual
property as programmable assets, enabling decentralized, automated
licensing and collaboration across AI agents, software, and users
through a multi-core architecture and cryptoeconomic incentives.
Cortex (CTXC) [58] pioneered on-chain AI inference by embed-
ding machine learning capabilities within smart contracts, though
it has seen limited adoption. Artificial Liquid Intelligence (ALI)
[59] powers Alethea AI’s intelligent NFTs, combining generative
AI with token-based governance to manage ethical content moder-
ation. DeepBrain Chain (DBC) [60], one of the earliest attempts at
decentralized AI compute, aimed to create a distributed GPU mar-
ketplace but struggled to scale against newer competitors. Their
diverse architectures and use cases provide valuable insights into
how token economies can be structured to support different facets of
decentralized AI, while also highlighting recurring challenges such
as adoption barriers, scalability, ethical concerns, and the need for
sustainable incentive mechanisms. To conclude this section, Table 2
presents the classification of existing AI-based tokens within the
cryptocurrency ecosystem.

4 Challenges and Limitations of Current
AI-Token Projects

Although AI-based token projects are marked by innovation and
ambition, they encounter a shared set of challenges and limitations.
These difficulties often arise from the inherent mismatch between
the intensive computational requirements of AI and the limita-
tions of decentralized infrastructure, as well as from the relatively

early stage of development compared to mature centralized AI plat-
forms. This section examines the primary limitations that prevent
AI-token ecosystems from delivering compelling advantages over
their centralized counterparts. It also highlights critical implemen-
tation gaps observed across current projects. These issues directly
relate to Research Questions 2 and 3, which address the reasons why
existing AI-token platforms have not yet outperformed centralized
services and what technical and architectural shortcomings remain
unresolved in their current designs.

4.1 Heavy Reliance on Off-Chain Computation

A central limitation of current AI-token platforms is their depen-
dence on off-chain infrastructure for executing AI tasks. Due to
the computational intensity and data volume associated with AI
workloads, blockchains (i.e., especially general-purpose platforms
like Ethereum) are ill-suited for running machine learning models
directly on-chain. As a result, most AI operations, including model
inference and training, occur off-chain, with the blockchain serving
primarily as a coordination and payment layer. In SingularityNET,
for example, AI services are hosted on external servers, and the
blockchain is used to manage service discovery and transactions.
Ocean Protocol similarly stores data off-chain, using the blockchain
only to manage metadata and access rights via datatokens. Fetch.ai’s
autonomous agents operate off-chain, interacting with the chain pri-
marily for settlement or identity verification. While this architecture
is pragmatic, it introduces trust and transparency concerns. Users
must rely on external actors to execute AI computations as claimed,
without a robust mechanism for on-chain verification. This creates
the risk of misreporting results or failing to perform services after
receiving payment. Some projects mitigate this with escrow con-
tracts, reputation systems, or delayed payment triggers, but these
mechanisms add friction and cannot guarantee correctness.

Projects like Cortex represent a rare effort to bring AI
inference on-chain, enabling smart contracts to call AI models
deployed directly within the blockchain environment. However, such
approaches remain experimental and are largely confined to non-
mainstream chains, with limited support across widely adopted
ecosystems such as Ethereum. The inability to perform even basic
inference on-chain restricts decentralized applications (dApps) from
leveraging AI as a native component. This disconnect limits the
development of autonomous agents and intelligent dApps capa-
ble of adapting their behavior based on real-time data analysis or
environmental feedback.

Furthermore, the stateless nature of most smart contracts, where
execution resets at each block [79] prevents on-chain learning or
stateful AI behavior. While there have been theoretical proposals
for ªlearning contractsº that evolve over time, practical implemen-
tations remain elusive. These would require persistent memory and
continuous training mechanisms, possibly necessitating custom exe-
cution environments or specialized blockchains designed for stateful
processing.

Consequently, most AI-token platforms rely on a hybrid model
where the trustless guarantees of blockchain apply only to token
transactions, while the core AI functionality remains off-chain and
opaque. This undermines the vision of fully decentralized AI and
raises the question of whether such systems offer meaningful advan-
tages over centralized AI marketplaces. While blockchain infrastruc-
ture does enable benefits such as auditability, censorship resistance,
and token-based incentives, the inability to verify AI computa-
tion on-chain remains a fundamental challenge to achieving true
decentralization.

4.2 Performance and Scalability Constraints

AI-based token networks face significant scalability challenges
across multiple dimensions. First, in terms of throughput and latency,
blockchain infrastructure is not optimized for high-frequency, low-
latency transactions. While commercial AI services may need to
handle thousands of queries per second, public blockchains typi-
cally support far fewer transactions per second. This mismatch can
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bottleneck AI service delivery if every interaction requires an on-
chain transaction. To address this, projects such as SingularityNET
have implemented payment channels to bundle multiple service calls
into a single on-chain settlement, and Fetch.ai has developed a cus-
tom high-performance chain to reduce latency for agent interactions.
Nonetheless, the responsiveness and user experience of these decen-
tralized systems often lag behind centralized AI APIs, especially for
applications requiring rapid, high-volume data exchanges such as
those in IoT environments.

Second, there are computational scaling limitations. The train-
ing and deployment of advanced AI models, particularly large
language models, require substantial computational resources that
decentralized networks currently cannot match. Centralized plat-
forms operated by major technology firms (i.e., OpenAI [78], AWS
AI [65] , AI.Google [67]) can leverage vast clusters of GPUs and
manage the large-scale coordination required for AI training. In
contrast, decentralized networks encounter significant coordination
overhead, latency from consensus mechanisms, and fragmentation
of resources. Projects like Bittensor attempt to address this by dis-
tributing tasks across specialized subnets, but the total compute
capacity and efficiency remain far below that of centralized systems.
While federated learning has been proposed as a potential solution,
real-world implementations in fully decentralized settings are still
experimental and limited in scope.

Third, network scalability in terms of participant growth presents
its own challenges. Many AI-token systems are constrained by
the need for specialized hardware (as in Bittensor and Cortex) or
advanced technical knowledge (as in Numerai), which limits partici-
pation. As networks grow, problems such as peer discovery, commu-
nication latency, and consensus efficiency become more pronounced.
For example, Bittensor’s model requires validators to evaluate min-
ers’ contributions, a task that becomes computationally intensive
as the number of participants increases. Similarly, Fetch.ai’s agent
ecosystem depends on efficient matchmaking and directory services
to handle large-scale agent discovery.

In summary, decentralized AI networks are not yet capable of
matching the speed, scale, and efficiency of centralized AI infras-
tructure. This performance gap poses a major constraint on their
ability to serve high-demand, real-time AI applications, and remains
a significant barrier to achieving parity with, or offering a clear
advantage over, centralized AI solutions.

4.3 Quality Control and Trust in AI Outputs

Maintaining the quality and reliability of AI outputs presents a
fundamental challenge in decentralized systems. In contrast to cen-
tralized providers, which typically ensure service quality through
rigorous internal validation, service-level agreements, and respon-
sive maintenance mechanisms, decentralized AI platforms often lack
formal guarantees of correctness or performance. Some projects
attempt to address this challenge through incentive-aligned token
economics. Numerai requires data scientists to stake NMR tokens in
support of their models, penalizing poor performance and rewarding
accuracy. Bittensor similarly uses a competitive framework where
miners are rewarded based on the perceived value of their AI con-
tributions. These mechanisms align rewards with quality, but they
also introduce risks such as validator collusion, model sabotage, or
instability in participation due to financial losses. Designing these
systems to be fair, resilient, and resistant to gaming remains an
ongoing research challenge.

Another significant challenge lies in verifying the outputs of AI
systems, particularly for complex or subjective tasks such as rec-
ommendation engines, financial forecasting (especially those relying
on deep learning models), or natural language generation. While
certain tasks such as image classification can be validated through
majority voting among independent nodes, this approach is not scal-
able for most AI services. The so-called "verification dilemma" [68,
70] arises when the correctness of an AI output cannot be eas-
ily or objectively confirmed without re-executing the computation,
thereby undermining the benefits of distributed delegation. Proposals
such as multi-provider consensus where compensation is issued only

when multiple services produce consistent results show potential, but
introduce additional cost and system complexity.

Moreover, trust in decentralized AI systems often falls back on
off-chain mechanisms [68, 70]. These include community reputa-
tion, off-chain reviews, or endorsement by recognized stakeholders.
Ocean Protocol incorporates a staking-based curation system where
users can stake OCEAN tokens on datasets they believe are valu-
able or trustworthy. While this provides an incentive to identify
high-quality data, it remains vulnerable to bias, misinformation, and
manipulation by early or coordinated actors.

Finally, the absence of centralized oversight raises concerns about
harmful or unethical AI outputs. In a decentralized environment,
there may be limited mechanisms for filtering biased, offensive, or
malicious models. Without enforced community standards or gover-
nance protocols, such content may proliferate unchecked. Although
some ecosystems, such as Alethea AI [59], have implemented mod-
eration councils or voting-based content governance, such models
remain experimental and may be difficult to scale effectively.

In summary, decentralized AI platforms must contend with seri-
ous challenges in assuring service quality, verifying results, and
safeguarding against misuse. Addressing these issues requires a
combination of technical innovation, incentive design, and gover-
nance mechanisms that can function in open, trust-minimized envi-
ronments. These concerns are central to understanding the current
limitations of AI-token ecosystems and their prospects for delivering
trustworthy and robust AI services at scale.

4.4 Ecosystem Bootstrapping and Network Effects

A major barrier to the success of AI-token platforms lies in the chal-
lenge of ecosystem bootstrapping. Unlike centralized AI services
backed by large enterprises, decentralized platforms must cultivate
both supply and demand in parallel, often without the benefit of
existing user bases or capital resources. Many such projects face
the classic two-sided market dilemma: AI developers are hesitant
to contribute services or data without a substantial user base, while
potential users see little reason to engage until the platform offers
compelling, diverse, and trustworthy content. Projects like Singu-
larityNET and Ocean Protocol have made significant strides in
infrastructure and vision, yet the overall traction remains limited.
While these platforms host a range of services and datasets, many
offerings do not differ meaningfully from what is already available
through conventional web APIs or public repositories (e.g., Kaggle
[64], Hugging Face [63]). Transaction volumes and usage metrics
remain modest, reflecting this chicken-and-egg dynamic.

A related challenge is competition with free or open alternatives.
Much of the value proposition for AI-token platforms involves mon-
etizing access to AI models or datasets. However, many datasets
are already openly available, and leading AI models are frequently
published as open source (e.g., Kaggle [64], Hugging Face [63]).
Without a strong differentiator such as guaranteed privacy, novel data
aggregation, or decentralized model collaboration, users may not be
inclined to pay for services that can be accessed freely elsewhere.
Ocean Protocol’s compute-to-data mechanism attempts to address
this by enabling privacy-preserving AI computation, but widespread
adoption of such features takes time and education.

Centralized incumbents present another formidable obstacle.
Established cloud providers like AWS AI [65], AI.Google [67], and
Microsoft Azure AI [66] offer a broad suite of integrated AI ser-
vices with high reliability, scalability, and user-friendly interfaces.
These platforms also benefit from free-tier offerings and enterprise-
grade support, making them attractive for both small developers
and large organizations. Decentralized networks, in contrast, often
lack the economies of scale to compete on price. Due to crypto-
economic overheads, redundancy, and infrastructural inefficiencies,
blockchain-based AI services may be significantly more expensive
[71, 72]. This makes it difficult to position them as cost-effective
alternatives unless they offer distinct advantages in trust, privacy, or
decentralization.
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User experience also remains a critical limitation. Many AI-
token ecosystems are designed with a developer-centric or crypto-
native user base in mind, requiring users to manage digital wallets,
acquire tokens, and understand blockchain mechanics [73]. This
complexity presents a substantial barrier to mainstream adoption,
particularly for businesses or non-technical users seeking seamless
AI services. Although some projects have started addressing this
gap through improved interfaces and embedded assistants, overall
usability remains far behind that of traditional cloud platforms.

In summary, overcoming ecosystem inertia and achieving mean-
ingful network effects remains one of the most difficult tasks facing
AI-token projects. Without a compelling value proposition that
clearly surpasses or complements existing centralized services, and
without substantial efforts to simplify access and improve incen-
tives for early participants, many decentralized AI platforms risk
stagnation. These ecosystem-level constraints are central to under-
standing the slow pace of adoption and the difficulty in delivering
value beyond existing AI paradigms.

4.5 Governance and Project Evolution Challenges

Governance presents a significant challenge for decentralized AI
networks, particularly in the context of continuous technologi-
cal change, evolving economic models, and increasing regulatory
scrutiny. Unlike centralized organizations that can rapidly adapt
and implement strategic changes, decentralized platforms must rely
on token-holder consensus, which can introduce delays, politi-
cal friction, and coordination difficulties (e.g., Ethereum (ETH)
vs. Ethereum Classic (ETC) [75], Bitcoin (BTC) vs. Bicoin Cash
(BCH)[74]).

Protocol upgrades are essential for ensuring the long-term via-
bility of decentralized AI systems, particularly as both artificial
intelligence and blockchain technologies continue to evolve at a
rapid pace. Projects must remain adaptable, incorporating advances
in machine learning, transitioning to more scalable blockchain
infrastructures, and updating interoperability frameworks. However,
decentralized governance can introduce significant delays in execut-
ing such changes. For instance, transitioning to a multi-chain archi-
tecture often requires complex coordination across token bridges
and swap mechanisms. While some initiatives benefit from the
guidance and coordination of a central foundation facilitating rela-
tively efficient implementation fully decentralized projects without
such leadership may face challenges in achieving consensus and
executing upgrades in a timely manner.

Many AI-token ecosystems operate under intricate incentive
structures involving staking rewards, performance-based payouts,
and token inflation mechanisms. These parameters often require
iterative calibration based on real-world user behavior and participa-
tion trends. Poorly tuned parameters such as overly punitive staking
losses or skewed reward distributions can deter contributors and
destabilize the network. Projects like Numerai and Bittensor have
demonstrated the importance of aligning incentives carefully, but
adjusting these systems in a decentralized and transparent manner
remains challenging. Governance decisions ideally should be data-
driven, yet in the absence of centralized analytics and feedback
loops, communities often lack the tooling or coordination needed
for such refinement.

Regulatory uncertainty further complicates governance [76, 77].
AI-token platforms operate at the intersection of two rapidly evolv-
ing and heavily scrutinized domains: cryptocurrency and artifi-
cial intelligence. The legal classification of utility tokens remains
ambiguous in many jurisdictions, and the content produced by
decentralized AI systems (e.g., ranging from predictive analytics
to generative media) may raise questions of liability, compliance,
and content moderation. For instance, Ocean Protocol must tread
carefully in handling sensitive datasets to avoid violating privacy
laws such as GDPR. Similarly, generative AI networks may need
to restrict or filter content to avoid regulatory backlash. In central-
ized systems, compliance can be managed through internal policies

and legal oversight. In decentralized settings, enforcing content stan-
dards or responding to legal demands becomes more difficult, espe-
cially in the absence of a formal entity or accountable governance
structure. This legal ambiguity can deter institutional participation,
limit platform capabilities, or lead to fragmentation as forks emerge
to implement varying levels of control.

In summary, decentralized AI ecosystems face a delicate bal-
ance between openness and adaptability. Without robust governance
frameworks capable of responding to technical, economic, and legal
pressures, these projects risk stagnation or fragmentation. Develop-
ing more agile, data-informed, and transparent governance mecha-
nisms is therefore critical to ensuring their long-term evolution and
resilience.

4.6 Accountability and Legal Responsibility in
Decentralized AI

While decentralized AI-token projects promise openness, auton-
omy, and trustless execution, they also raise pressing concerns
around accountability and legal responsibility. Traditional AI sys-
tems typically operate under a central provider who can be held
liable for malfunctions or harm. In contrast, decentralized platforms
like Fetch.ai, Ocean Protocol, and SingularityNET distribute control
across pseudonymous actors, making it difficult to determine who,
if anyone, bears responsibility in the event of failure or misuse. As
recent legal scholarship points out, these systems often create a ªlia-
bility vacuum,º where no single party is clearly accountable under
existing legal frameworks ∗.

Several high-profile projects attempt to mitigate this gap through
hybrid governance models or foundation structures. For instance,
Ocean Protocol and Fetch.ai maintain formal legal entities that can
serve as regulatory touchpoints, while projects like Render and Bit-
tensor rely on DAO-based voting mechanisms for internal oversight.
However, token-based governance does not imply legal person-
hood, and scholars have raised concerns that DAO participants or
token holders could, under certain conditions, be deemed members
of unincorporated partnerships, thereby exposing them to liability.
This has been exemplified by the U.S. court ruling in the Ooki

DAO case†, which signaled that decentralized participation may not
exempt individuals from legal accountability.

Technical solutions such as proof-of-quality staking mechanisms
(e.g., Numeraire, Bittensor) or auditability through blockchain-
based provenance have been proposed to enhance internal account-
ability. Yet these remain voluntary and do not fulfill the legal
requirements of redress, especially under emerging global AI reg-
ulations. The EU AI Act [69], for example, imposes obligations
such as transparency, data governance, and post-deployment mon-
itoring responsibilities that decentralized AI networks may struggle
to assign without a designated operator.

As legal and regulatory frameworks evolve, AI-token ecosys-
tems must address the mismatch between distributed operation and
centralized legal responsibility. Without clearer outline of liability
whether through DAO registration, delegated entities, or protocol-
level insurance, projects risk undermining user trust and exposing
contributors to unforeseen legal risks. Accountability in decentral-
ized AI will require more than on-chain governance; it demands
structural innovations that bridge blockchain design with real-world
legal norms.

4.7 Delivering Value Beyond Centralized AI

While this study focuses on AI-based tokens, similar challenges have
emerged across a broader range of blockchain projects, suggesting
that the underperformance of utility tokens is often a systemic issue.
During the 2017±2018 ICO boom, numerous projects across sectors

∗https://www.blockchainandthelaw.com/2023/04/dao-deemed-

general-partnership-in-negligence-suit-over-crypto-hack-prompting-

decentralized-orgs-to-rethink-corporate-formation/
†https://www.cftc.gov/PressRoom/PressReleases/8715-23
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such as IoT, cloud storage, and social media launched tokens with
ambitious promises but failed to achieve meaningful user adoption.
Empirical studies [41, 42, 43] show that token valuations frequently
decouple from actual usage, indicating that speculative trading often
outweighs real utility. Helium, for example, attracted substantial
investment and deployed widespread infrastructure, yet by 2022,
its IoT data network generated only minimal revenue, highlight-
ing a disconnect between token-driven supply growth and end-user

demand ‡.
A similar pattern is evident in Filecoin, which built massive

decentralized storage capacity but saw minimal utilization in its
early years, with just 3.8% of space filled compared to 40±70%
for centralized providers [44]. Despite incentives and subsequent
efforts to boost demand, adoption remained slow. These cases reveal
a common issue in tokenized ecosystems: while token rewards
can effectively stimulate supply, generating sustained demand for
decentralized services, particularly when competing with established
centralized alternatives, proves far more difficult. Such outcomes
underscore that the limitations observed in AI-token projects are
not unique, but reflective of broader structural challenges in aligning
token models with real-world utility. These examples from outside
the AI domain illustrate that token underperformance is frequently a
matter of lack of product-market fit and network effects, rather than
something intrinsic to AI.

Given the challenges outlined in Sec. 4, it is understandable
why current AI-token ecosystems have struggled to deliver value
that clearly surpasses centralized AI alternatives. At present, many
decentralized solutions involve greater complexity, slower perfor-
mance, and limited usability. As a result, the theoretical benefits
of decentralization such as censorship resistance, transparent gov-
ernance, and collective ownership have not yet proven compelling
enough to drive mass adoption outside of ideologically motivated
communities or early adopters.

A central promise of decentralized AI is the potential to unlock
network effects that centralized platforms cannot replicate. In theory,
a decentralized model could aggregate contributions from thousands
of independent developers, data providers, and AI agents, creating
a richer and more diverse ecosystem than any single company could
manage. Projects like Numerai, which crowdsources predictive mod-
els from a global community of data scientists, and Bittensor, which
aims to build an open, collectively owned neural network, are early
examples of this potential. However, in other domains, such as AI
model hosting or dataset sharing, centralized platforms like Hug-
ging Face [63] and Kaggle [64] currently maintain clear advantages
in both scale and user engagement.

Importantly, surpassing centralized AI also requires doing what
centralized systems cannot or will not do. Privacy-preserving AI
training, as envisioned by Ocean Protocol’s compute-to-data frame-
work, offers one such frontier. If successfully implemented, it could
enable secure AI applications on sensitive datasets (e.g., medical
records) that are currently inaccessible to cloud-based AI platforms.
Similarly, decentralized ownership of foundational AI models, as
proposed by Bittensor, could introduce new paradigms in collective
training and governance of large-scale AI systems. These scenarios
represent promising opportunities to offer differentiated, rather than
merely equivalent, value relative to centralized incumbents. Table 3
presents a comparison and analogy between AI-based tokens and
existing centralized AI services.

In summary, while AI-token projects face significant limitations
including high overhead, limited scalability, quality assurance chal-
lenges, and underdeveloped network effects there are unique oppor-
tunities where decentralization may ultimately provide a compelling
advantage. The current impact of these projects remains limited,
but ongoing innovation in incentive design, on-chain verifiability,
privacy-preserving computation, and user experience continues to
move the field forward. In the following section, we examine the
emerging solutions and research directions that may help overcome

‡https://cointelegraph.com/news/critique-on-helium-s-6-5k-monthly-

revenue-causes-a-stir

these barriers and enable decentralized AI ecosystems to realize their
full potential.

5 Future Directions and Opportunities

Despite current limitations, the intersection of AI and blockchain
continues to evolve, with several promising developments on the
horizon. Advances in on-chain verifiability (e.g., zero-knowledge
proofs such as zkML [80], zkPoT [81], [82, 83]), improved incentive
systems [108], privacy-preserving computation, cross-chain interop-
erability, composability, and modular blockchain architectures are
paving the way for more trustless and scalable AI networks. Sup-
ported by active research and experimentation, these developments
represent meaningful steps toward building open, intelligent, and
community-driven AI infrastructures that can deliver value beyond
what centralized systems are capable of.

5.1 Verifiable Off-Chain Computation and AI Oracles

A major step toward trustless decentralized AI is enabling on-chain
verification of off-chain computation. Zero-knowledge proofs for
machine learning (zkML [80]), for deep learning (zkPoT [81]) allow
an AI provider to submit not only an output but also a crypto-
graphic proof that the output was generated by a specific model
on a given input. Although currently limited to lightweight mod-
els, ongoing research and hardware acceleration may soon make
this practical for broader AI use. Trusted Execution Environments
(TEEs) [86] provide an alternative, enabling secure model execution
within hardware enclaves and generating attestations that can be ver-
ified on-chain. This shifts trust from server operators to hardware
providers and is already being explored in federated learning con-
texts. Additionally, AI oracles, such as those under development by
Chainlink [84, 85], propose a model in which multiple nodes inde-
pendently execute an AI task and report only when a consensus is
reached. This quorum-based approach could make AI inference ver-
ifiable and composable within smart contracts, paving the way for
trust-minimized AI services accessible on-chain.

5.2 Specialized Blockchains and Layer-2s for AI

Emerging infrastructure tailored for AI workloads may address
current performance bottlenecks in decentralized networks. AI-
dedicated Layer-1s could incorporate native GPU support, larger
block sizes, and sharding by AI task type (e.g., language or vision),
enabling scalable, parallelized inference and training. Novel con-
sensus mechanisms like Proof-of-Useful-Work (PoUW) [88, 87],
where miners perform machine learning computations, could fur-
ther align network security with productive AI contributions, though
this depends on solving verification challenges. Academic proposals
like Coin.AI [89] have outlined mechanisms where block valid-
ity depends on a trained model meeting performance thresholds,
with verification handled efficiently by the network. A real-world
example is Bittensor which rewards miners based on the value
their models contribute to a shared AI ecosystem. If implemented
securely, PoUW could align blockchain incentives with the genera-
tion of valuable AI artifacts, transforming blockchain networks into
decentralized compute resources.

Alternatively, Layer-2 solutions [90, 91, 38, 92, 93], for instance,
Golem (GLM) [95] iExec (RLC) [96], which focuses on decen-
tralized GPU computing, has migrated from Ethereum Layer 1 to
Ethereum’s Layer 2. In partucular, zk-rollups, offer a promising path.
By batching off-chain AI model executions and submitting zero-
knowledge proofs to Layer-1s, rollups can significantly reduce costs
and enable verifiable inference at scale. Projects like ZkMatrix [94]
hint at this direction.
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5.3 Modular Blockchain Architectures for Decentralized AI

A key architectural shift shaping the future of decentralized AI is
the transition from monolithic to modular blockchain designs. Tradi-
tional monolithic blockchains (e.g., Bitcoin, Ethereum (pre-rollups))
require each node to perform all core functions consensus, data avail-
ability, and transaction execution which limits scalability and makes
it difficult to accommodate computation heavy tasks such as AI
model training or inference. In this design, every node must process
every transaction, creating performance bottlenecks that hinder the
integration of advanced AI workloads. Modular blockchains (e.g.,
Cosmos, Celestia, Ethereum (with rollups)), by contrast, decouple
these functions into separate layers or components. For example,
one layer might focus solely on transaction ordering and consen-
sus, while a separate execution layer handles the state changes and
computational logic. This division of labor allows each component
to be optimized independently, improving efficiency and throughput
while preserving system wide coherence.

For decentralized AI, the implications of modularity are par-
ticularly significant. AI applications often require flexible, high-
throughput environments to support data processing, model execu-
tion, and real-time responsiveness. Modular architectures enable the
deployment of specialized execution layers tailored to AI-specific
tasks, without placing additional strain on the base chain. This
model not only enhances scalability but also encourages compos-
ability where different components of the AI stack (e.g., data access,
computation, governance) can operate on separate yet interopera-
ble chains. Projects such as the Artificial Superintelligence Alliance,
which includes Fetch.ai (FET) and SingularityNET (AGIX), illus-
trate this direction by envisioning interoperable AI modules that can
operate across a network of purpose built chains. Rather than waiting
for a single blockchain to meet all computational and coordination
needs, modularity allows AI developers to build scalable systems by
composing specialized layers, each responsible for a distinct func-
tion. This paradigm shift represents a more adaptable and sustainable
path forward for decentralized AI infrastructure.

5.4 Federated Learning and Collaborative Model Training

Future decentralized AI systems may transition from merely deploy-
ing models to collaboratively building them. Blockchain-enabled
federated learning [97, 99, 98] allows participants to contribute to
the training of a shared model without the need to exchange raw
data. Smart contracts can facilitate training rounds, verify updates,
and distribute token rewards based on the quality of contributions,
which is measured by improvements in model performance.

For example, [100] propose FLCoin, a federated learning archi-
tecture with a two-layer blockchain: a local FL layer selects com-
mittee nodes, and an outer blockchain layer records model updates.
Their experiments show stable scalability and reduced commu-
nication overhead as the number of nodes increases. Similarly,
[101] introduce Biscotti, a P2P federated learning system where
blockchain and homomorphic encryption coordinate multi-party

stochastic gradient descent (SGD). This fully decentralized approach
enforces honest aggregation, though it comes with additional con-
sensus overhead. [102] propose FabricFL, which integrates Hyper-
ledger Fabric with federated learning. Their framework combines
FL updates with blockchain verification, ensuring that each model
update is immutably logged and auditable. By using an enterprise
blockchain, FabricFL introduces verifiable tracing into each training
round, deterring malicious clients and enabling transparent account-
ability within decentralized AI systems. This structure not only
incentivizes honest participation but also paves the way for decen-
tralized, privacy-preserving model development in sectors such as
healthcare and finance.

Data cooperatives or data DAOs [104, 105, 106, 107] may also
emerge, enabling communities to pool data, vote on training goals,
and share model revenue proportionally via on-chain governance.
Additionally, incentivized AI challenges, inspired by projects like
Numerai [8, 9], could be generalized to other domains, creating
token-driven competitions for predictive modeling across areas such
as climate, finance, or supply chains. Together, these approaches
offer a blueprint for collective AI development with transparent
incentives and governance.

5.5 Enhanced Tokenomics and Governance for
Sustainability

Sustainable AI-token ecosystems will likely require more sophis-
ticated economic and governance frameworks. Dynamic incentive
mechanisms, such as utilizing Data Shapley Value [109], could
better align contributions with quality and rewarding consistent per-
formance. Concepts like proof-of-quality [110, 111], where outputs
are backed by slashed collateral, may further improve accountability.
To promote long-term viability, value capture mechanisms such as
fee redistribution, token burning, and protocol revenue sharing can
be employed to complement utility-driven demand. This approach
is exemplified by the treasury management strategies implemented
by Ocean Protocol [112]. Lastly, hybrid governance models that
combine token voting with expert input (e.g., advisory councils
or merit-based influence) could support ethical oversight and tech-
nically informed decision-making, ensuring that decentralized AI
evolves responsibly and inclusively.

5.6 Real-World Integration

To achieve real-world utility, AI-token networks will likely need to
adopt hybrid architectures that integrate seamlessly with existing
enterprise systems while adapting to regulatory and infrastructural
realities. Blockchain technology has the potential to secure and
coordinate deep learning processes in decentralized environments.
For instance, [113] provides a comprehensive survey of blockchain-
based deep learning frameworks, categorizing them by consensus
mechanisms, privacy considerations, and application domains. The
authors highlight how blockchain can ensure model integrity and

Table 3 Centralized vs Decentralized AI services

Category Centralized AI Services Decentralized AI Tokens Notes / Analogy

Platform Example OpenAI, AWS SageMaker, Google Colab, Hugging

Face, Kaggle

FET, AGIX, RNDR, TAO, OCEAN, NMR Centralized SaaS vs Tokenized infra

Compute Execution On centralized servers (e.g., AWS, MS Azure) Mostly off-chain via node operators Same architecture with trust layer shift

Model Hosting Proprietary cloud-based APIs Hosted by community nodes or contributors Still lacks full transparency

Access Control Accounts + API keys Token-based access via marketplaces Anyone with tokens can use services

Monetization Credit card, subscription Token-based payments, staking, royalties Aligned incentives for contributors

Governance Centralized company policies DAO governance via token voting In theory more democratic

Transparency Limited (black-box models) Varies: some on-chain traces, some off-chain Verification is still weak

Incentive Design Users pay; few earn Nodes earn via task rewards Participatory model

Data Control Company-curated, licensed datasets, open datasets Open or user-contributed datasets Ocean Protocol leads here

Agent Interaction Pre-scripted APIs or assistants Agents act autonomously (e.g., FET) Inspired by MAS (Multi-Agent Systems)

Marketplace Model App store-style (central) P2P service exchange (e.g., RNDR) Token as medium of exchange

Compute Verification Trust the provider Some use staking or zk proofs Still experimental
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Table 4 Summary of Key Achievements and Shortcomings of Selected AI Token Projects

Project Token Key Achievements Notable Shortcomings

FET (Fetch.ai) Launched a Cosmos-based mainnet enabling agent-based coordination and

WASM smart contracts.

Most AI tasks run off-chain. Governance is still significantly influenced

by the foundation, raising centralization concerns.

RNDR (Render) Enabled a decentralized GPU rendering network with measurable growth

(e.g., 121% QoQ usage increase in Q2 2023)a. Adopted a burn-and-mint

model and DAO-based community governance.

Most rendering tasks are conducted off-chain, requiring trust in node

integrity. Initial development was centralized via OTOYb, and current

focus remains narrow (e.g., graphics rendering).

TAO (Bittensor) Pioneered mechanism where model quality determines block rewards [10].

Established a peer-evaluated AI model marketplace and introduced subnet

specialization.

Scalability remains a challenge, as verifying model quality requires peer

coordination. The outputs are not state-of-the-art, and participation barri-

ers (hardware, ML expertise) limit decentralization.

OCEAN (Ocean Protocol) Introduced Compute-to-Datac, allowing algorithms to run on private

datasets without revealing raw data. Enabled data tokenization for mon-

etization and supported DeSci integrations.

The marketplace sees limited real demand. Many datasets are test entries

or unused, and competition from free, centralized alternatives (e.g., Kag-

gle) undercuts its utility proposition.

AGIX (SingularityNET) Built a decentralized AI service marketplace and led the ASI Alliance

merger (AGIX, FET, OCEAN). Continued to fund AGI-related research

(e.g., OpenCog Hyperon).

Platform usage is low, with many listed services seeing no traffic. Trust

mechanisms for service quality are lacking, and multi-chain operations

introduce technical complexity.

CTXC (Cortex) Implemented on-chain model inference via the Cortex Virtual Machine

(CVM) with GPU-backed PoW consensus.

Despite the novel architecture, the project has seen minimal developer

engagement, and scaling inference fully on-chain remains infeasible with

current resources.

NMR (Numeraire) Enabled crowdsourced model predictions for a hedge fund, using stake-

weighted incentives to reward accuracy.

The platform is heavily centralized in its model selection process, and

broader adoption beyond the Numerai ecosystem is limited.

IP (Story) Proposed a blockchain-based licensing system for AI-generated and co-

created IP, enabling programmable royalties.

The ecosystem remains underdeveloped, with little visibility or user adop-

tion, and limited clarity on execution scalability.

DBC (DeepBrain Chain) Offered a decentralized GPU marketplace for AI compute, utilizing a Sub-

strate chain and validator staking.

The project has suffered from poor documentation and declining commu-

nity activity. Verifiability of output remains unsolved.

ALI (Alethea AI) Pioneered interactive NFTs powered by AI personas and showcased avatar

monetization via AI dialogue systems.

The use case is narrow and largely speculative, with limited mainstream

demand or technical innovation in AI processing.

a https://www.coinfeeds.ai/crypto-blog/render-network
b https://home.otoy.com/the-company/
c https://docs.oceanprotocol.com/developers/compute-to-data

facilitate fair computation in distributed training processes. Simi-
larly, [114] propose a blockchain-encrypted deep learning system
for managing healthcare data. Their BcEs-DLM scheme leverages
blockchain smart contracts to handle encrypted medical records and
regulate access to the models. Another example is DeepChain [103],
a framework that combines federated deep learning with blockchain-
driven rewards. In DeepChain, each participant’s local training con-
tributions are logged on-chain, with blockchain-based token rewards
encouraging honest behavior. This protocol-level integration ensures
complete auditability, with every model update verifiably recorded,
thus deterring malicious actors while preserving data privacy. The
DeepChain prototype demonstrates that combining blockchain with
secure deep neural network training can foster a fair and transpar-
ent collaborative learning environment. These studies demonstrate
how integrating blockchain with deep learning can enhance secu-
rity and foster trust in enterprise systems, particularly in sectors like
healthcare.

5.7 Cross-Sector Innovation Between AI Tokens and DeFi
Ecosystems

Integrating AI tokens with the broader decentralized finance (DeFi)
ecosystem presents new pathways for utility, composability, and
value creation. AI models can enhance DeFi by serving as ora-
cles or decision engines for yield optimization, credit scoring, and
risk assessment for DeFi, thereby generating demand for AI tokens
as payment for such services. Conversely, DeFi can finance AI
development through tokenized fundraising, staking mechanisms,
or revenue-sharing smart contracts. Additionally, the convergence
with NFTs introduces opportunities to tokenize AI models as intel-
lectual property, enabling fractional ownership, royalty flows, and
secondary markets tied to model usage. This could support an emerg-
ing economy where AI-generated content and services are directly
monetized and governed on-chain.

5.8 Ethical and Equitable AI Ecosystems

The future of AI-token networks will increasingly focus on fostering
ethical, inclusive, and socially beneficial AI systems. Decentralized

architectures have the potential to democratize access to AI [118].
To avoid re-centralization of power, future designs may incorpo-
rate mechanisms like quadratic staking, capped rewards, or diversity
incentives to ensure broad participation and prevent dominance by
large stakeholders or compute-rich actors. Moreover, decentralized
governance models could offer a path toward more transparent and
accountable AI development, where communities set ethical bound-
aries and align AI behavior with shared values. Novel frameworks
such as "red-team DAOs" [119, 117, 116] may emerge, rewarding
contributors who identify model failures or biases, thereby incen-
tivizing safety and fairness in open-source AI ecosystems. These
directions suggest a role for AI tokens not only in technical coor-
dination but also in shaping more equitable and value-aligned AI
systems.

In summary, the future of AI-based tokens depends on address-
ing core limitations through verifiable computation, purpose-
built blockchain infrastructures, and sustainable economic models.
Emerging technologies such as zero-knowledge proofs and AI-
specific consensus mechanisms offer promising pathways to enhance
trust, scalability, and composability. Structurally, collaborative train-
ing frameworks, interoperable networks, and dynamic incentive
systems [108] may enable the development of more resilient and
inclusive ecosystems. If these innovations converge, decentralized
AI platforms could support open and globally accessible intelligence
development, facilitating new modes of data and model sharing
while preserving autonomy and ethical oversight. Realizing this
vision will require interdisciplinary collaboration (i.e., integrating
advances in cryptography, distributed systems, token economics, and
AI safety) as well as proactive engagement with evolving regula-
tory frameworks [115] to ensure compliance, promote responsible
innovation, and align decentralized AI systems with broader societal
expectations.

5.9 Guidelines for Launching a Decentralized AI Token

Drawing on the patterns observed in our review summarized in
Table 4, which highlights the key strengths and persistent limita-
tions of leading AI-token projects, it becomes evident that many
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initiatives face common design and adoption challenges. These find-
ings underscore the importance of critically assessing the rationale
and structure behind launching a new token especially AI-based
token. To support more sustainable and purpose-driven deployments,
the following framework offers practical guidelines for evaluating
whether, and under what conditions, an AI-based token should be
introduced.

• Validate the Need for Decentralization: Assess whether decen-
tralization is essential to the project’s goals [120]. If the AI service
can operate effectively under a centralized model, the introduction
of a token may introduce unnecessary complexity. Tokens should
only be deployed where decentralization provides clear benefits,
such as enhanced data ownership, censorship resistance, or trustless
coordination.
• Establish Product Market Fit: Before launching a token, ensure
that the core AI product addresses a well-defined user need or pain
point. Product market fit should be validated through user feedback,
prototype testing, or early adoption metrics. Many decentralized AI
projects risk failure by attempting to replicate centralized models
without sufficient evidence that decentralization improves the user
experience or solves a meaningful problem. Tokens should not be
introduced merely as a funding mechanism or technical novelty;
instead, their design and function must be grounded in a service
that delivers clear and differentiated value to its target users. With-
out product±market fit, token demand will be speculative at best and
unsustainable in the long term.
• Define Clear Token Utility: Specify the token’s function within
the platform. Tokens should serve a critical role such as enabling
access to AI services, facilitating payments, or supporting gover-
nance. A token that lacks unique, indispensable utility risks redun-
dancy and diminished value. Committing to accept only the native
token for core services can help anchor its economic relevance.
• Align Incentives and Promote Network Effects: Design token
mechanics that incentivize productive contributions (e.g., data shar-
ing, model development, compute provisioning). The token should
help coordinate stakeholder behavior and amplify network growth.
However, care must be taken to avoid speculative incentives that
detract from the platform’s actual functionality [121].
• Assess Technical Readiness: Ensure that the AI infrastructure is
sufficiently developed to support meaningful token use. Launching
a token prematurely before services are usable or integrated with
the token can damage credibility. Consider technical factors such as
workload distribution (on-chain vs. off-chain) and the feasibility of
token integration with core workflows.
• Consider Regulatory and Governance Implications: Evaluate
the legal and governance frameworks surrounding the token. Deter-
mine whether the token might be classified as a security or financial
instrument in key jurisdictions, and structure the launch to meet
decentralization thresholds where applicable. Additionally, prepare
for community led governance, including treasury management and
protocol upgrades, before transferring control of the ecosystem to
token holders.

This structured approach helps ensure that token launches within
decentralized AI systems are grounded in genuine utility, supported
by technical maturity, and guided by responsible governance.

6 Conclusion

This paper has critically examined the evolving landscape of AI-
based crypto tokens, analyzing their current capabilities, limitations,
and future trajectories. Through case studies of projects such as Sin-
gularityNET, Ocean Protocol, Fetch.ai (which has now merged into
the Artificial Superintelligence Alliance, ASI), Numerai, and Bit-
tensor, we have highlighted how blockchain infrastructure can, in
principle, support decentralized AI ecosystems by enabling market-
places for algorithms and data, crowdsourced prediction systems,
and agent-driven economies. However, despite notable technical cre-
ativity, most existing platforms remain constrained by fundamental
challenges. Chief among these are a heavy reliance on off-chain

computation, limited mechanisms for on-chain verifiability, scal-
ability bottlenecks, and weak network effects. As a result, many
AI-token ecosystems currently fall short of delivering on the full
promise of decentralized, trustless AI services, and in some cases
risk functioning primarily as speculative financial instruments rather
than engines of genuine innovation.

While our focus has been on AI-token ecosystems, existing
research suggests that many of the limitations observed are not
unique to this domain. Empirical studies have documented a broader
pattern across tokenized ecosystems, where utility tokens often fail
to gain sustained adoption and are frequently used more for specula-
tion than for their intended purposes. These findings underscore that
the challenges faced by AI-based tokens such as weak product mar-
ket fit, lack of genuine decentralization, and misaligned incentives
may be symptomatic of deeper structural issues in how tokens are
designed and deployed within Web3 environments.

Nevertheless, the field is actively evolving. Innovations such
as zero-knowledge proofs for machine learning, trusted execution
environments, specialized AI blockchains, and federated learning
coordinated through smart contracts present promising pathways
toward more verifiable, scalable, and composable decentralized AI
frameworks. Furthermore, deeper integration with Web3 infrastruc-
tures including AI oracles, model NFTs, and agent-governed DAOs
may eventually unlock new forms of programmable intelligence and
decentralized autonomy.

Critically, the governance of these ecosystems must mature along-
side technical developments to ensure alignment with human values,
prevent the re-centralization of power, and foster ethical, equi-
table innovation. Addressing these interdisciplinary challenges will
require coordinated advances across cryptography, distributed sys-
tems, AI safety, and tokenomics.

In conclusion, while AI-based crypto tokens represent a com-
pelling vision at the intersection of blockchain and artificial intelli-
gence, the current reality remains far from the ideal of decentralized,
trustless AI. Whether these ecosystems can overcome their founda-
tional limitations or whether they remain largely an illusion fueled
by speculative narratives remains an open question. Future research,
technical breakthroughs, and robust governance frameworks will be
pivotal in determining whether decentralized AI can move beyond
hype toward meaningful, sustainable impact.
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